LOAD PREDICTION OF MICROGRID OPTIMAL OPERATION BASED ON IMPROVED ALGORITHM IN MACHINE LEARNING
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Abstract - Load prediction is an important problem in microgrid operation. In this study, the kernel extreme learning machine (KELM) algorithm in machine learning was used for load prediction. In order to improve the prediction accuracy, the KELM algorithm was improved by combining with Ant Colony Optimization (ACO) algorithm and Particle Swarm Optimization (PSO) algorithm, and then experiments were carried out on the property load of two communities in May-July. The experimental results showed that MAPE of the improved algorithm in predicting the load of the two communities was 1.43% and 1.57% respectively, and the operation time was 215 s and 223 s respectively, which were better than than the support vector machine (SVM) and KELM algorithms; the prediction results were close to the actual values, and the error changes were stable, which verified the effectiveness of the improved algorithm. The experimental results make some contributions to improve the accuracy of load prediction and promote the optimal operation of microgrid, which is conducive to the further development of microgrid.
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1. Introduction

With the further aggravation of energy shortage and environmental pollution [1], the development and utilization of new energy has become an inevitable choice. Microgrid is an effective way to use solar energy, wind energy and other energy [2], and it is a power generation and distribution system with a capacity less than or equal to 500 kW [3], which can realize distributed energy scheduling [4], fully meet the user's electricity demand, effectively improve the energy utilization efficiency, and has a very important value in improving the power quality and ensuring the reliability of power supply. It has broad prospects for development. The energy management of microgrid plays an important role in the efficient operation of microgrid. Load prediction is an important part of energy management, which has a direct impact on the planning, quality and trading of microgrid power supply, and it has been widely concerned by researchers. Zhang et al. [5] optimized the grey prediction model by using invasive weeds to solve the problem of low accuracy and verified through experiments that the method had small error. Chang et al. [6] proposed a combined prediction model optimized by particle swarm optimization algorithm, compared it with a single model, and verified its reliability in power load prediction. Jiani et al. [7] designed a hybrid prediction model combining empirical mode decomposition, cuckoo search algorithm and wavelet neural network, carried out experiments on half-hour power load in New South Wales, Australia, and found that the prediction results were very similar to the actual results. Chitzaz et al. [8] trained the self-recursive wavelet neural network through Levenberg Marquardt (LM) learning algorithm and verified the effectiveness of the method through experiments. At present, there are many researches on the short-term prediction of solar and wind power generation and few researches on the short-term prediction of micro grid load. This study analyzed the load prediction with machine algorithm, designed a kernel extreme learning machine (KELM) model combining Ant Colony Optimization (ACO) algorithm and Particle Swarm Optimization (PSO) algorithm, and verified the advantages of the method in time and accuracy through experiments, which was conducive to the optimal operation of microgrid and the further improvement of power supply reliability.

2. Micro Grid Load Prediction

Load prediction refers to predicting the load based on a large number of historical data according to the known power system and other situations. It can be divided into ultra short-term, short-term, medium-term and long-term prediction according to the length of time. In order to obtain high-precision prediction results, it is necessary to master the historical data comprehensively and use advanced
technical means and theories to forecast in order to reduce the prediction errors as much as possible. In the load prediction, the causes of errors may include data mutation, missing and other phenomena in the collection of historical data and large fluctuations in the load data induced by the occurrence of major events, meteorological conditions mutation or system failure and other events. In microgrid, the factors influencing load fluctuation include:

(1) climate conditions: temperature and precipitation have a direct impact on electrical loads such as cooling, heating and irrigation. Taking the high temperature in summer in the north and south as an example, the cooling power consumption of air conditioning in the south is significantly higher than that in the south; when the precipitation is rich, the farmland irrigation load will also be significantly lower than that in the period when the precipitation is little.

(2) economic conditions: in areas with high level of regional economic development, the power load of the tertiary industry is higher; the higher the degree of residents’ electrification, the greater the difference of power load between peak and valley.

(3) emergencies: unpredictable factors such as sudden failure and maintenance of power grid, unexpected power rationing and so on will have a great impact on load data.

Improving the quality of load prediction has always been the focus and difficulty of researchers. At present, the commonly used methods include time series method, regression analysis method [9], similar day method, grey prediction method [10], artificial neural network, etc., and machine learning methods such as support vector machine (SVM) [11] also have good applications.

3. KELM

Compared with SVM, the extreme learning machine (ELM) [12] has advantages of high training speed, high accuracy and good performance in various fields. KELM is the derivation of the traditional ELM algorithm and the combination of kernel function and ELM; therefore it has better generalization performance and high calculation speed than ELM. Its specific principle is as follows:

The neural network function of ELM can be expressed as: \( f(x) = h(x)\alpha \).

In the ELM function, the accuracy is guaranteed by minimizing the output error, i.e., \( \lim_{L \to \infty} \|f(x) - f_o(x)\| \), where \( L \) indicates the number of hidden layer nodes and \( f_o(x) \) represents the function to be predicted.

Moreover output weight \( \alpha \) is minimized, normal number \( C \) is introduced, and solved, where \( H \) is a hidden layer matrix and \( O \) is the predicted target value vector.

Combined with kernel function, KELM can be expressed as:

\[
f(x) = h(x)H^T\left( \frac{1}{C} + HH^T \right)^{-1}O = \left( K(x_i,x_n) + C + \Psi_{elm} \right)^{-1}O
\]

(1)

where \( \Psi_{elm} \) refers to a kernel matrix, \( K(x_i,x_n) \) represents a kernel function, and \( N \) stands for the mantissa of the input layer.

In KELM, \( \Psi_{elm} \) replaces random matrix \( H \), which effectively enhances the stability of the model, but in KELM, the value of parameter \( (C,\omega) \) will affect the prediction performance, which needs to be processed by optimization solution.

4. Swarm Intelligence Algorithm

Improved KELM Algorithm

Swarm intelligence algorithm comes from the simulation of biological behavior in nature, mainly including ant colony optimization algorithm (ACO) and particle swarm optimization algorithm (PSO). In this study, ACO and PSO are combined to realize the optimization of KELM parameters.

In ACO algorithm, the ant colony finds the shortest path to the food source through the perception of pheromone and transfers with transfer probability \( P_{ij}^k (t) \), and \( P_{ij}^k (t) \) is in direct proportion to heuristic factor \( \eta_{ij} \). The formula of pheromone updating on the ant colony path is:

\[ \mu_i(t+n) = (1-\delta) \mu_i(t) + \Delta \mu_i, \]

where \( \delta \) is the pheromone volatility and \( \Delta \mu_{ij} \) represents the pheromone increment of this path.

In PSO algorithm, each particle, that is, each bird, represents a potential solution, and each particle has a speed, which is adjusted according to the movement of itself and other examples to achieve optimization. Suppose that in the D-dimensional search space, the number of particles is \( N \), the best position \( p_{best} \) of the \( i \)-th particle is \( p_i = (P_{i1}, P_{i2}, \cdots, P_{id}) \), the global extreme value is \( g_{best} \), then the updating formulas of particle speed \( V \) and position \( X \) are:

\[
V_{id}^{k+1} = wV_{id}^k + c_1r_1(p_{id}^k - X_{id}^k) + c_2r_2(g_{best} - X_{id}^k)
\]

(3)

\[
X_{id}^{k+1} = X_{id}^k + V_{id}^{k+1}
\]

(4)
where $r_1$ and $r_2$ are random number between 0 and 1, $c_1$ and $c_2$ are learning factors, and $w$ is the inertia weight.

The KELM algorithm is improved by combining ACO and PSO. The steps of improving the algorithm are as follows:

(1) the parameters are initialized, and the initial KELM model is established;

(2) KELM is trained to calculate the current position and pheromone concentration of ants;

(3) the pheromone concentration of ants is updated, and the particle swarm is initialized by the best position vector;

(4) the current fitness value of particles is calculated, and $P_{best}$ is compared with $g_{best}$; if $P_{best}$ is more optimal, then it will be taken as the optimal position of swarm;

(5) the current optimal solution is recorded, and the optimal solution is output if the termination is satisfied; otherwise it returns to step (2).

5. Case Analysis

- **Experimental data and processing**

  Taking the property load of two communities as the experimental subject, the historical data of community A and B between May and July were collected, including the current date, temperature and historical load. The data of May to June was used for model training, and then the data of the first day of July was used as the test sample.

  Before building the model, in order to improve the reliability of the model, it is necessary to process the historical data. For incomplete data, data with load of 0 for more than two hours due to power failure and sudden change data due to special holidays, the weekly average data were used for coverage, and the calculation formula is as follows:

  \[
  x'_i = \frac{x_{i-Z} + x_{i+Z}}{2} \quad Z = 7 \times 24 \quad (5)
  \]

  The prediction accuracy of the model was evaluated using average relative error (MAPE):

  \[
  MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y'_i - y_i}{y_i} \right| \times 100%
  \]

  where $y'_i$ represents the predicted value, $y_i$ is the actual value, and $n$ is the number of predicted values.

- **Experimental results**

  KELM parameter ($BestC$, $Bestg$) obtained after being optimized by swarm intelligence algorithm was $(0.72, 0.083)$. The improved KELM model was used for training and testing and compared with SVM and KELM models.

  The prediction results are shown in Figure 1.

![Figure 1: Prediction results of community A](image)

![Figure 2: Prediction results of community B](image)

It was seen from Figure 1 and 2 that the load had a similar trend of change within 24 hours; the load was low at 0:00 - 6:00 and then increased gradually, and the increase amplitude was large at 18:00 - 22:00.

Among the three prediction models, the prediction result of SVM model had the largest difference with the actual value, followed by KELM; the prediction result of the improved KELM algorithm designed in this study was the most similar to the actual value, indicating that the prediction accuracy of the improved KELM model was high.

The MAPE and running time of the three models were compared, and the results are shown in Table 1.

<table>
<thead>
<tr>
<th>Community</th>
<th>SVM MAPE/%</th>
<th>KELM MAPE/%</th>
<th>Improve d KELM MAPE/%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Community A</td>
<td>8.35</td>
<td>5.93</td>
<td>1.57</td>
</tr>
<tr>
<td>Running time/s</td>
<td>942</td>
<td>613</td>
<td>223</td>
</tr>
<tr>
<td>Community B</td>
<td>7.86</td>
<td>5.35</td>
<td>1.57</td>
</tr>
</tbody>
</table>

According to the MAPE comparison of the prediction results of community A, SVM > KELM >
the improved KELM, the MAPE of the improved KELM model was only 1.43%, and the running time of the improved KELM model was also significantly shorter than SVM and KELM models. Community B also showed the same results, the MAPE of the three models were 8.35%, 5.93% and 1.57% respectively, the running time was 942 s, 613 s and 223 s respectively, which verified the advantages of the method in load prediction.

Taking community A as an example, the load of the first week of July was predicted by using the improved model, and the results are shown in Figure 3.

![Figure 3. Prediction results in the first week of July](image)

It was found from Figure 3 that when the improved KELM model was used for prediction, the predicted values were close to the actual values, and the error was relatively stable without large fluctuation, which showed that the method not only had good prediction accuracy, but also had good stability, i.e., it had excellent performance in load prediction.

6. Discussion

The progress of society has increased people's dependence on energy, and the power demand of society is also in a state of rapid growth. As one of the effective utilization modes of distributed energy [13], microgrid can operate in the grid connected or off grid mode [14], which can realize multiple links such as power generation, transmission, distribution, etc., and moreover it has function of fault self-healing and energy management; therefore it has a great potential for development. Load prediction is an important condition for the optimal operation of microgrid, and accurate load prediction plays an important role in the formulation of grid planning scheme [15]. Due to the large randomness of the micro grid power supply and the great uncertainty of the load [16, 17], the load prediction is difficult, so it is necessary to establish a high accuracy prediction model.

In this study, the KELM model derived from the ELM model was improved. The parameters of the KELM model were optimized by ACO and PSO.

Then the improved KELM model was used for experiments, and compared with the SVM model and KELM model.

The experimental results showed that the prediction results of the improved KELM were closest to the actual values (Figure 1 and 2), and the difference between the prediction results of SVM model and the actual values was the largest, which might be because the parameters of SVM were not optimized.

It was found from Table 1 that the MAPE value of the SVM model was the largest, followed by the KELM model and improved KELM, and the running time of the SVM model was the shortest, followed by the KELM model and improved KELM model, which showed that the improved KELM model not only had high prediction accuracy, but also had short running time, i.e., it could obtain more accurate prediction results in a short time.

The prediction results of Figure 3 also suggested that the improved KELM algorithm was reliable and worth popularizing and applying in practice.

There are still many problems to be solved in further research due to the limited capacity and time in this study although some achievements have been made in this research:

(1) the micro grid data obtained was relatively limited, only the summer load was studied;
(2) the parameter optimization of the KELM algorithm can be further improved;
(3) experiments can be carried out on load prediction of multiple environments such as factory and school.

7. Conclusion

In order to realize the optimal operation of microgrid, this study mainly studied its load prediction problem. The KELM algorithm was improved, and the experimental results showed that the improved algorithm was better than the SVM model and KELM model in time and accuracy, the MAPE of two communities was 1.43% and 1.57% respectively, the operation time was short, and the stability was strong; hence it has a good applicability in the load prediction of microgrid.
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